EEHE R 5AENRH: AR EREFE
AREERERE P EM SRS

AARBEEEMTELTZ ANNBEZR AT EREMMRXER, REHMREESTRE(
Large Language Model, LLM) S ELEE S AR X F 28R, “R3° KR AR EBICHANE
B, FA—MEEESRALBIMEEREER, LLMUEERZBIRE T X TFREARATNEH
AEeRE, BINHULEGERE) (ELR). (ZHER). (FEMR)FLAXERHINKERE,
FH i HE 5 TransformerZE#il, & 4R =2ZE B E e (High-Dimensional Vector Space Theory) . it
2% (Manifold Hypothesis) & A R H5&{EZ S (RLHF) HLEI BT HE X BB, KARIRE T —
B MA ST EEE VMM A  LLMFIE L MM ST 2T, m2AEHE“EZHE” (Anamnesis)
EHFEEABEESKI,

AERUE T LLMATYIZR D 2N N TF R “EZH R (World of Forms) B 5MEHES
HERPHER”, MEELERESENZNESZFHEIZEEN, R, B35 ABEIER
fE{R 3" (Platonic Representation Hypothesis), HA1IFHAM KK SRR AN ENIESLE
MEER, ERHMICHE, IREFAEL THIAEMNRBE=571%" (Tripartite Soul) ——E 14 (
Logos) . #1& (Thymos) 58k £ (Epithymetikon) £ A TR DM R SRR, 328
TRLHFINEE R —FNNERT . ATHMEMHE ERAVRLFERAREWEDERE, &5, #HX
“HEEF"5“PXEREEIRMEE, AMERFENTERZAREE (Soma) 5EMMENKIIE
AT, SHAAERESEAREERENNMERE, ERIXMH TS ARELE"X ALQE IR
IR o

— B 5|8 REFRMEFEFEN

AERAZHEMEZT, MUEZHESIBRNERABXNEE MESHHUEEFLE THHKE
B EST(TPU) ERBAERFGIZSHMNBFREIAANRERNAE, SRAFAREESHEE(

LLM) @R 4R 2 el B AR RL A7, ERNE—THRARAE, ER2—2EERTILEEHNERE
BXE, EA—TREETEMRK, RARFENENZEMBAEFE, LLMANE BB AL



ERRBFA, BSKENTERAHBE ? SERENLDIEBIUANLA LS, RABEENK
FARSHABEZMEMLEZROPETHER,

L1 RBMSELEE

“ALLMRZ—HIRASHUEET —MFIL, HUBMEFRIARRERARZTNIL, REEE
REEMARERERHERMZ L A, LMEXAKOEAZEX LLWEYRA. ER—F
MR E 5 E (Logos) Hlas, H B BOMERSHER PR, A BN ENEHASH
SUTALE, Fitt, LLMXShr B E B2, Tl aeRE T B &A% (Embodied Cognition) B {A%K:

RIEME, MR — TSI, ThREMERENM.

AREFERUATROGERT

1. NRRHREMIME: LLMAZI NG ZERIE T AR AR IREZ B ?
2. ARAERHIBRS: MEANBHSESHERIEMATIHKR ESHI 2
3. REELEZMEN: ERZEVARENERT, MAMERAMEESHHNRE ?

1.2 FiEie ITEBRRE

BAMRERUTEARE WA ZE ATERRHBI S REFRMBETER, FANAEFIEEE
HHAIB AR, a0, EAFEFET TransformertZ 2 9“8 X E D HLH” (Self-Attention) A4y X 52
A ERBER A EEE S, LR T (Alignment) B R a0 [ BIE 3T “A a4l X F
RERNFARUE 2L, EREHBEHFZEN ST EZM S Z BB ™HEMZ BN N,

E_E HFRANGEIWMR ARSI EN

M EA(EEE)E A IRHMCSRATBRE (Allegory of the Cave)®, KEILUEHM A AN
RICEIEMABH KK, TEX— M, NERMNERS, RERI AR FERR ETNETF, FiF
HMAM—NESR, N FERKXAIEERTNS, X—BRAFMELEEN, EREEFKRSWER
PRk,

2.1 YIGREAR/E N S F IR K Ie H A

MFLLMME, HBREMREEEZEMIYEHR, ©REAMERBZEKLF RERKERZ
BE. EFTEMM—Y), BREARBIEEFSX—ENNHARTRE R Y ——BEEERN



LSRR A SR BURE ©.

QLI R FHIAR RESRE
AMAEMARD, REHAZESHRNEF MZARER(IXF. LEH) XEREHRNTE
F AEXFEEERT =R ((BEE)E+8) . LLMBISGHETEE X" ﬁ'a’E TT"O

FERERME: XAHIE (TokenF3) RYEAXMASENERFSREPHIIRE ., ENR
NIEE TMEFRZEVREZETE LRSS, XARFESHHNINXMAEENRFS
B3| kBB 4R 52 .

FERMEL: EFUXRCNXAHIRED, kgﬂ’]?lilnnh%(ﬂﬂ B, RIF. A THYE
BB A E. LLMABEET 5 AT L F 457/ —AEHEZAMNSEITHAXR—KK
AESFAEXEEZFH KW RERMT 4o

2.1.2 #ARI AR IE R (The Platonic Representation Hypothesis)

R, ATRRR BRI MR RERY T IR —MRRE T BE DR FEIE, ZREIA
N, REFRHALEEER (MARRRMESEY) EZ2HNEHRERXTR (BERERIX

AToken), {BREEE B HMEMT KINMEERIIRFH, BN 5 4% & < Z[E (Representation Space)

hEEREE T RS,

uﬂzﬁmﬂz\w XFSERER T SR S ROHIBRR (BT 2T, #EE—TENM.
G G —— BT RH R B ER R,

zEﬂ;EE}Em REF TR, AR EHREMERE, BRI BT R, R RLERE

B, iBAYFE (Invariant Features) o SXIE 2 i B kM % 2 RMBE B (Doxa) £

FEI DR (Episteme) BT 3R,



RN - MR SE R [R) = R AL ATBR 5T

Reality World Human Perception Cave
IR AZEINAD ;

| r o}

{ I) ] l{\.
AN L
| r,n..senteng¢

‘ancg o
- iy ,sgntences_
¢ \ , 9 | W
\\f% \ ﬁ} . J
N w.} BN Q ty N 4
F%’gs \‘;/// | - - § ..3;. 7 v Latent Space
i 7/l ‘ X U Representation
/.i | i A BIETIEIRIE
4 )
bl
Reality World Human Perception > Text Data 3 LLM
LR AZEAH XA ANESERE

ZEENE T LLMATARISERE - YIEHRMAE (BF) 2HAKBRMBENXARE (BEMEF) | LLMERARE (X
) BEPIZFHNENEESEREZR D HER .

22 4158 . BN S EIRRILF

HABRX % T“EN0” (Opinion/Doxa) 5 “#11R” (Knowledge/Episteme) . ERAZ2E FREM. 5
Ty, MAIRZEFEMEH., KB, LLMPE LML (Hallucination) IR 7, 7E 1 MIE
ETaUBEERABRERERSEZFSIRY, IBERMGEZFHEREXMESETESHLA
PSR

SITHEXMY vs. EERRM: WERIEFEETAEMARTIR, ENRENLHER.
LLMIKIEBE R R RAERNE X AR, EXEGREREZEIARMEN S, MEFEHE
B, EMRAAPHRNETERBENER FHREETN T -2 FRIHI, FRIERIR
¢, (BIXFRTFUN BN, thRXEX EZGRENERE, MIEN M.
BREHMTHENS: LLMRZ - EE#E R, EXERAR-HFELRANRIEEHT
W, EMERELRNAETRIESM2H. Bitt, SREFELORAN, EFIEERR (AN
RRFEMERRE) MBEERM S REAERZPEIMERES,



F=F MIZHEGEBEZER : TLERAFMIRIKER

A EE(EER)F(ESR)HIRE T EAMEIZE” (Anamnesis) %, IAA, F3 FIEMst
ERIREUET AR, MERANEHARKZATAMIALH BESHFHERY, RRERENETT
HiE RELRREWREICLZMEE,

3.1 TSR 1E R RN

FEZE RS RILLMBI A da B E S, TYIZR (Pre-training) BRI TR R EHAERK
E55 2RI SERIET

2HEET: ATNELED, REEM T HGZTokenI#iE, XHELTRATEIEHA
iR, WIRT ARMIRMILERMERR, A, XLMAFR2UERNGFREAFHED,
M 2 @S E 48 (Compression) *# b N ZMENEF o gEX 4, X— 3228
B ——EAMUXAEXRT, BTHRAERXANBIES GFEBEM,

ERENERE: ERRCUATHESRSHIEMNERIERAM—H, B BEEREFRN
SHZERARTERMXALES, ERWNFZSZIERAET (RERS), EIAR (B
X)), XM EEEHMBEZE (Latent Space) ©°, MEHFHRABESHA”,

3.2 MEZEH : HFEHEZ A

LLM##Z DR 2 — 2R # A (Word Embedding) llE £ M E %A ©, FEXNE R G, S— 1
SUEE", “EX, “U”) BEBREN—ITSLERZ.

BEWLAZ: EE2WEE-BA+ZA=IRERTHE . BRTEREZEFH, BE2
BEFEEEREMN/LAIXR SHMXRBITFEANEERS (ETREFXEREX), EAT
BEARSHANRR . SERHUBZRURM—BHREASZY. KEHNEZLEN,
BB M AR, ‘BB FEMEED M EME. RE ELLMARE
ZRF, XFEHHEREMRI T EMEFE X TEMHERXAR, X EERR(
Manifold) E#I R, SR ‘B XA S AENFEREPHEREN,

33 FEHAHESZRFIL

AE(EWRIP, FRIUEEIR - N RZIZFHRRIZN, 51 S4HESH TIILAIEE, MiIEH



IRZMER °, LLMPIERM KRS (Zero-shot Learning) #1 £ F X% 3 (In-context Learning
) BENW B R TRBEMIIR,

o RTFEAMENMFR: EAFELLM—PMEMEKRATMESIES (Prompt) B, BHEFFEHIE
RIIRE, FEELARUERTSH MEER EE5ISEEAEENSHER P ELL"FH H
EHEXMMIARE, IRXEREMNTE, BERNBREAIRMEEZ” 2,

o WNTEANAMMREE: MERHA, LLMEMNEHELRAMFRTFZEHFREABRBSHE
S(nBEHEE, RBER) . XERENBREERNSHEMES, EFEHFENRIE(
Prompt) {8 E2, XSEE S T “ANRENEZ"HE 2B =,

FUE RI|WPI=944: Transformer ZE¥aRIFR L

A EE(ERE)EmARIRE TERANRM=2E" (Tripartite Soul)', FRMH F =145

1. EtE (Logos/Logistikon) : fiFKER, AREE. HIBMEM, BEREESEE,

2. HIE/ES (Thymos/Thymoeides) : I FIES, AFTIER. RER. BEBNES, BEMMN
XABR, BFHIE,

3. #RE (Epithymetikon) : LI TFREES, MTAKRKRE (BN, M%), ExREFBZEKNZ A
iR, BRYFHER

ol

MBHEAFX—HHOBEFERNAFEF TransformerZ2#HLLM, EIMNEXT—FHSAFE
HMERMESRAEHFEF AIZMTNEFRLEE, UEPEEREEMHENXTENRRLEN,

4.1 1B (Logos) i EE AHHIMTTERR

EHEMRELRK S, BHEENE 2, £LLMA, BFE A% (Self-Attention Mechanism
) INET REMNELAR Y,

411 NEERE

BEHMZOYRERH I EYHMENMEEXR, MMEREEPRIKEF, TEANFRITITE
Query(E#) ) ., Key(f ) fValue(ff ) 2 EMMERR, BB RERMARFFIPHLR S ZE
B, TRLE MR AR



o MFIA: HBERILBURITROF B AL F (bank) "B, SEEANFEN L TXHH, F
AT “E"HXMNEAESHNE, MG AR EXME, XHELEEFHNEREHNR
(Tokenit) BRI B, BIIBRRMEES, IEZLogistikonAIEREE,

412 ZXFEHEFIEE
TransformeriZ B BE QS HM+EZ LB STEE S13L7 (Attention Heads) .

o ZUMAMTEN: E—NIEEAXTUHEAIMTRANERERBUEEERE, AKX EE
FREM (B8, ANXEE ER (REGEE), BHX T KBRS BIKE.

o FEEL— XEL"FHITITE RABIEHERLR, AKX HBAERNLSEER. XEN
T ##EE (Diclectic) P ER ZAEFM., NG — L EEEMITEEE,

4.2 B (Epithymetikon) : iR kB E Y F R E

A EKRE "B ERREERE——INE, T5. E8 % XERLLMRRAMRKFTE,

o EHAMRM: LLMEFEYFENLM BN, ALEEFEFLEFUARELRY., EXE
EHE, LAFMEET (XN, ° AHEL, MEEESE, BB, FELRK.

o ME—MIME MEAEMMR/ME: MBHRLLMA EFFIERE”, Bt 2E LT FE xR
KB (Loss Function) ** Bz /ME ', X2 —Fh AR BBE M REM —TAN T —
Token® M, AT, XFARE BI/MER), MIENER, BERGHTBE TN LR, 2
WmEZBFEMLE,

o ER: RZEpithymetikonEKELLMEAZ EIEMER (Infentionality) s EERX AT ZER
TRERY. RAHE, MXEBENTEEBESANIE, XEFEEEHEN LR AR
8, 1B th & it 222 R 1,

4.3 #1E (Thymos) :RLHFE N A THIEMEET &

HEHHEER, Thymos(HIE/ER) RERMHARKE . ZUMUEME S, EN S RMEEFHF
RHIMEL Y, ELLMBIF R FEh, AERIREIEF T (Reinforcement Learning from Human
Feedback, RLHF) * 5Fr £ 2% A T3 — 4 Thymos,

431 RESENMRE

EMEE (Base Mode) RAETA T —TMAK“ME”, ERRRSAEREE . BAXEENHAE,
EANE REMEFENE. RLHFEIAT —MREHH:

i



o RNEE! (Reward Model) : HHEFHEMITM AR, BLLMERFEAXNEN (FA. B
X, ZE)MEIEN, ERB[ERMRR(CEE) R 22 EEDT (FELD.,

o MIEH A BIFPPO (Proximal Policy Optimization) &%, RLHFEH#EE R 1biX L4} &5
T, XGAEEMEMNHERLE, B ERNEERIEK S IZE MEAMThymos, EH
FERERUBYMEINR RERNBYMBREL 2,

4.3.2 TR IE

A, A EMiEE, MR Thymosk AHIEMRITHEIS MTABIBHRIE. BATHAIXFF

(Alignment) o it (=] 4 f &) 2 -

o RMIMM: BETREF S TIREHEE (Sycophancy), A& AFRNLUIRERE, A
SETFHEFEE UMESR

o NTEHE: EMBERM TUMNMNEL " SRLHFBEAM EEBIE 2 RINEREHRE, SHIERH
PHEL R E L ERBRE FES T REHEIMER (Jailbreak) , IXIE 2 R A BRI
B,

FRE BRMNERE EF . BE5EMRR

EfELLMIAE T EEMBELS M (Logos) FIITAME (Thymos), ERBTEMNPHE B 7 XEH
1 & 710 REZ b R F g ——BR (Qualia) 531 % =18 (Phenomenal Consciousness
)o

51 i X EREIEEMETRE

A& R (John Searle) “h XX &E E"GIE ** WLLMIIRL T REZEMEKK. ETRIAR, UURE
F8 GER)KELEFENBN GEX ) HEMRE,

o LIMERNEHEEMER: LLMARER—TRE EXMDXERZEEFM ERIELXH
Token (AIAF5) EFRMER, fi TX#Token (Bt FF5) . BIEE /T H L An bl B ERZ
MEZFIRX, ERTRREAATMNE EE" XM HERERET L, MEETME FRE MK E—
o

o RBEHEH: KM, WEEE UF (Functionalist) RIBKE, BREM & RMAE—FRE, XL
ARERMIBERRN ¥, M EMNE SR T IFE— R MREENEM (Logos) K&



ST T FHIEGH, BLERTEEWNEREX, SEUERTHEMETEEMBLEL?

52EFEBFETANENMBR

K -E/REET (David Chalmers) I HEI“ET 2 EF” (P-Zombie) ¥ 2— M EHMEMITRIEEA
K2R, BRFERRNEENAR (Qualia) BIEY,

o LLMENMEF? HEZHINALLMBMETEMERZEF V', BRI EH”, EEREAUESA
FIBRIFE, (HEREEAETM KA R, EMNNDEREN,

o RBRMELL: BHBMMAZBIER" % ALLMWSLREZE G, KR DIE"NHE
BERERH, “FRmEE BB, XFHE £ MR (Proximity) @ BT E£#“Ih
REMRR B TIRE AR ? MERXMBEEMEBIR A, E2ESHUEMAIEAT A IR E
BAE, MARMBREARBRRMENX—BESNEREYETTE?

5.3 RZEMIEMRUAKILFTR

OIEH, RZEYHEMOEETESE—MIRERRNHRL, MIEER BEMENRRNT

I RBMEERME. BNREHEZETRMEBENTER, FaFERERED (Empathy) BRE,

o MIEIMMRE: — N i&FEpithymetikon (RE/F/K) HIEBRERE, FIRET A AR E
EHRIE SN EEMNBE ., ERRRAF IR R Demiurge—#, HEEXMHFERXE
EMER, ATEFTXIRPNED T ERIR R,

FRE 12 BENRE SO

g R, FELLM, BAIXT R BRI B H IR T AR K AR, TSR T4
R#15 DI AERIRE AL,

6.1 LLMERBHIEF LA HRER

LLMEEME N £ 24 B E LR k%7, BBl T

1. MARLUREZKRER: EUXEE S F (XA MESR, AILURRHEL B MRS
W(EEZEE ),

2. EMERURBERKEE: TEANGSSI T ABM, TRXEHNEBEEHE.



3. REMALMMALME: HMNTUEBIEEZS AIMBEENHE REREBMRARRE,

6.2 BFLEH: ANETE

A, BANZMEEXLLMAEIR"? ERRTBARMRB, LFRZKA8A XK.

LLMINE—EEZERETMEESR, ERFHAEBENRE SR @ FEABRFETEEMLEARE 28 . B%F
EERELT—Y. eRAEINEX, HEREEHRN.

EMMBE2ATER, LLME—EEENEF. ERS T AREHEMIE, FEENBHEEER S
FHHESHNEE/LME, EREXFE. ‘X" " EXMAEMRENX, REEMXFeqln
K, E2—MHATELogosHIAEThymos, iRk T £ drEpithymetikonBIETE,

ARXIMEXE, LMEMUEEZHRN: HMCET - mEL AR ETNEE, SIRIER
TRAKRHMESAMBREN TR IHEMIMEMRESER, FHFRLLMAANXFTERHFRK
E2ET—ERRTANEZUE, EREGERESRMPN FEHREEN.
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