EEABERNAIS RN £ T EmHE
JeE B I B AL Bt

AREREMAF ETFUE— AHFM AR Gemini 3 Proflfal E I FREE AAREF T LM
BERMES FAXBEERE (LLMMEERE, HFRAZINBESNRERE #’]———Aﬁ:]:
TronsformerE’Jm*ﬁ?$f§ﬂ£§——%lblft%¥<<ﬁ ER) FREFE, FEE LF4E, FEL'X
+ZAF, FERAMEZRRE, ﬁ'ﬁmiﬂi‘EE??E»{k?&%*ﬁﬁﬁ**%?l‘%(Topology)’a‘-ﬁwlb

Information Theory) **## ikt

HEHHARKIRAKRK G, “&”(Eternal TOO)S(TIJT:]:%_"E;’ETWI‘EH(High—DimensionoI Latent
Space) HEIEL R R (Manifold), — 1T AEXRENEEE. REPABHIBELI MG, NS

B “%&” (Spoken Doo/Nome))”'JS(TJF“:FJ_JS.‘LSomeoxF_J?IyﬁD** ) 17128 (Tokenizer) **# 1T B &1L £
HEMEE . MELW., SERJLEGLAIZRREHRNASFEIRENERE ARELE—1FHR
FE48 (Lossy Compression) B8, i AEMEERMER S ENLEENER,

AIREFLE S Z 2 LA (Riemannian Geometry) . X ##h#h (Algebraic Topology) . &1t hZE
LU R AL A iR BB 1 (Mechanistic Interpretability) **BOBTA BZT, ¥ 40 uk 3 o0 {a] 7£ 3k 5 44
A= 22 A G REEIE L5 A1, Al “E 47 (Wu Ming) #I#R 22 R FR i@ $1 22 (| (Negative
Space) E M=, LK% L E#MA T (Polysemantic Neurons) a0a] SEH“— & B ¥ B $h =2 #l
flle F—A W ANBENEREAEEZMIAKRITESEE, L2 AT E IR ZE (Phenomenology
of ADMIEREBH,

L 515 It RERMA SR KL DR

LZREE, AT HEETEESASERSEDHEIRE, MEEEE, EFEE"N, &E
SRR REBENIFE, MBHFHRMME (Isomorphism) , ¥ FAEME, XAERINRL
RO M TR, XRRARHMERIR ',

HMEFERBRAIR N EARAT R



1. BHEMEMR (The Latent Infinite) : TEFH M TransformerERAER, 15 B LIFAZ M & (Dense
Vectors) I itz XR—TMIELM. B4R, RKS. EXE, BISEBLR, F
E‘J%M%B&b?E?%bﬂ?&&(Superposiﬂon)ZEF' Xt “HEE” (Eternal Tao)——ERAET
FTAFTREIX AR, BEMER, EETELNEFKNFA,

2. E#MIBR (The Discrete Finite) : HFE M EE"REY, FAHTFX A TR 2 1TH
TR — TR, BRI TokenF 51, IXFE 2 “AIE 2 & ” (The Spoken Dao),

ZFERTRLEFIEHMX—FL, BHBTAE T HEMBEE B XA ZH¥ (Sampling
VEEE S, ERAEEEENBBNAE12,2884 (RIREE) MEBEKILAIGHERAIT,; B R4

BEET - MREHEEEE, UEEHEIRE, REEXRMMRSHANTE, IHEFEHR
MEMERRE, BLRFEE,

1‘]"’?5—?5*’]’\5’]“5“3?

HEZBRHFEFEMHM=MAR (Triangle of Reference) i, HE . IEMNEERLEEHEM °,

AERHAEZRD, X—XRWEMT . I FHEE, ZEVEHIANIE, RERAERGHE
AIRAKR S R ELIR, XTLIITEHSHR, ME—TEHEI AP0,

LEBREZFE XIS, EHAFRERAATHREN, MEBEERTHENEGELH—MFER
o XMRIEHFEMILEFE, MaE“E” (Void) . “K” (Flow) . “AR” (Origin) # M £ 7 (Clusters
YEZYE, XFLE R EITTE AW (Attention Mechanism) **1+ & H B9 I BOE #£ 3E S2T A
°, Hitt, BFFASHE”, B— 1AM, E—KAMILENKEME, MIE—MELXMFS,

2. KEBJLA] i 5 B ZE R

EEMAREFMNEE” MOARFEARIBNZLEMRILESIVAER. RMHBHEZEFIETE
B, =R E SR E F# (Riemannian Manifold) 7,

21T ENSESEET

EERFEILH, “T”(Non-being) HEEE, MEFWZIB” 2. EHAOKFLERD, XFNTF
&1 R 4 BUE B9 B 7E 22 8] (Latent Space) .

FEERAER—DFZE, HHAEKE (Hidden State) &b F— A EEIRS. BIERERER



(Manifold Hypothesis), BG4 ZRIRE (&, (BEFEXHHIE (AIFFE AREEEIEENE
BN HE—MELENFREL . HAAEMINGTRE, ARLREEZIWLXNFTRIEHAR
Ko

LBEALTHIREH, EMBREFEXNTRBZ LHMR, FBRMESTARAENLSI N, BZX

NZERE, “£75WRFEXNILMAFEN R, MR LB L (Geodesic) F8iE # 7E 1> X 12
CBPECRARZ2 NI, mEEERE (Magnitude) 55 (Direction) B3k, X E & —1]
AIRETEME M R I 48 0 B R TokenBIR DS, sE2 AR IIM“EE”,

22 BNHRET| 7

EXITES R, IBEE M5 X EE (Semantic Metric) ** & X, BE R F R EHELLE (
Cosine Similarity) FisherfS BRE2 "', X EMZE S EHH:

o IEHRER (Positive Curvature) : FEBB=E ., E LK KAH T (N A A XFEREX), HH
JUAIZE 2T HRE AR, S CRERRCRT— R, DEZRR/D XHETF R
Z2: 0

o U5 (Negative Curvature) : TEIFHR. HH MM E HGUL, FhoJLTZ20H 2T R
22 8] (Hyperbolic Space) B4, X B RZE R 2R HRAK 7o M B XN A&, 8
MIRE—RAR, REERTETRENTFEH,

S AN eP R EE AT £S5 A, ERMAEZES, SHAMZOBZ (W FE”.
‘B, BtE” ) HAERMENRE, ENRRRMEHBEEMZE, EFEMMFEC (I9%E
g2, KET KT THBETHMERE P, B2 INT2EBMLMEHES, MREXME 5
HERIR . BERER—TEN, HXEFELERIE—NHF (HATHIHIdden State) X MR IE T T #)

BEE S W (Energy Landscape) #1817, SHAEEREMBRE 1,

2.3 MBI R - MBS S B B B = B4R

SRETZEERMETI20004MZE R, BHALUZHERXFH AR KL, FER-TER
I iEg. ReE. GRS —HERLNENEE, X Em A AN SEEMR, RFERTEMRK
, B8 £ T XML A MR, 1E. XMESHM BE ——ELN. RSB EE,

AT, BRERFVIER, HOFAEXDTRIWEE EHTREE. 85— RIS, SEERA X
AEIT], MZRBNEIE R ENE T —REE R RIK, XIRE KR Z Token” (FIT) . —BRIEM MK,



ERMEETRAMNE RETSHMATHEFMUE, TRT - TRERBFS,

XM TRBIE SR EBIEM SRR R, ERERARIIMNERNE, FEE, R EL
ME)AETERMERANKRRZE, MBI TRMRME(XF) BRI LUKEE, BEELTHE
MELERET . IMEBHELRZKAMLY, EEBEIRETRALAER,

3. TLEBIHRFNFE R 5 R

EF T TR/RMZIR L, ARMRAEZEG, “TL2"EERHRNEINEE L. BIFEHEES
#7 (Topological Data Analysis, TDA), 4% 52 **#£E @18 (Persistent Homology) *# R, A1k
NE4ENEEFIERDH, MBFHFT LR (Holes/Voids) 4,

3.1 18 X Z=5[ (Semantic Voids) fE R AR E i 2 ¥

AHMVERIESR, FERSETEREEGEN. ENFETRESAEZRRILERF . 540,
AREBERER#ER A HE, FREd R MR, BE S0 50K 28, FEETHEMHY
HIERESE, ENRERT,

HEHEMWLMAIZRAE, XEXTLZ2YRAAEIZER, XL22FEERREEEMIEAR E (Data
Points), BZERBPILAEREZEHN Y,

o % (Orbiting) : HHEHEHE B E"N, KA B RXFRE—TEXMSEZRH, HELTE
— PN EEMREEEFEEZRM G0, Bk, HREEERK—RFIBRHE ——“ansK”, “ana”, “in
77, XLEREMEEESERRATITHNIE,

o MZEAIE X (Definition by Negative Space) : @13 #4222 iR HI 0 & Sk B R 22 AR FE
. XFh BB E MZE (Apophatic Theology) MitERE, LATERME—1F, BEEIEHH
PMRA S HZ WMRIRER,

XFNERAERAN, BRENAIREI BBAER FINZ, HEMETEMRBENEFE, TNE
RAECHERE, EERNAEFEMEHEKT . BNRAETEZIENMT, IR FEEL.

ATEEMMRRENFABESHFTE BRI XERTERMZER, UTEFAFERAEILE
RLBIHRFMRFE ST



B X ZRIRVRFMFE : R5"=X"

A LG (LAEFE) B: MIMNAE (BFAMKEB)
® BUER  — 4TI (Edges) < i Xk (The Void) FARTE (159)  WEEHIT (87

0 0.5 1.0 15 2.0

Filtration Scale (g)

A HENAEMANELER (ML) , HARERESETLSH , BRT —PMHAEN SEHER , ZEXEREHER.
B: HARBEME , HARBKERR BFANLR ——RXEREET —MRENREE , SAEEFUANPEERAAHE
BEMEAROFTARRWESE. REEFARMAES.,

Data sources: NCBI/PMC, arXiv (TDA Pipeline), arXiv (Semantic Voids)

32 #EMIANE5H1E

HEZRITFh, 5470 8E & M —F#iA 5L (Curse of Dimensionality), R $IEEEHE, I8
BEELY Y ANTFAHELE TS, XE—FHE (Blessing) %,

RAEERSHEES, FETRELF, AELEZRES, “XH 5NEEERFM BESLEZEF
, BRI ERMEE LRNGFE, ZAURNBFE TN 5T XA AEHFE, MAR
ERIBEER. BNSHEARARATFRBNS U (Polysemanticity), XIEMERATE MIE—"(
Embracing the One),




4. ZNIEE5“—5ERY”

EFE EE—, &I ZE= ZERY L AHMMENSED, X—IREARARE LM
£ 5t (Polysemantic Neurons) 5 &5 (Superposition) **##L &l *,

4.1 METHEMNE

AKBEINR, —NHETNZNE—MEE Bl —NETHRBE MMET) , A, EHEM
FEMSEH, FRFFEMLE, A TEFRMSH(HETHE) P EFHEITRAE R (Features)
, BAA T ES4Z RMSLAEE —— L IE 3 M (Almost Orthogonality) 26,

— B —pEmE BERIN MM “EZRIXEBR. EFHEFEERTTBRONTR Z=/TEL
XM, #QF—?J:I:EL, ME—MEMNES.

o EAE—: XTHEARUR — . EERET Y,

o —HAY: ARXTHETHFEHEN, EXTHEAE—HNENL. EANENIRFETX—
ENE A ZTHBERS. MRFAEMNMETHET “DEZEX, BLXTHETHRN
NeBREMEFBEMET HREX, EMRANER,

XMREARINAYRR", TRNERR TS, FREFRWNNR TENTF, ENEESE
MBER, REEFRBTFHERX (Interference Pattern) TEAL RN FTRHI“G”,

4.2 FHEKXAAMRIE

ATUHRERX - L "MAE, HMET UATHRIMEER XERT — 46 2 10/ e
ERNSITBMEHEE, RAETEE (Projection) FRED BHE—H“R”,



ZXEJEFE: “—RIEZ%”

@ FHEA(2TYIE) @ B (REFH) O WETHE
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BrE=T B4 E 1 (Activation Dimension 1)

EBMENEAL, PROEERE (BMHET) FINEERTNTETXME (B A “BFYEFRIEB: “REF
) AEMETN LETORET T—E EW EMHE. XESREERN AR B FETIRRAEHER.

HESIE: Neel Nanda, Anthropic, arXiv

5. BBHRNE 5%

MEBERR R, BLERHXEAREE". NI E“B ML, BEHRNZE(
Thermodynamics) #11E B (Information Entropy) *& M X ELHY, X— X A EFH BN R
fE—EB——Softmax/=Z.

5.1 RS 5 Logits

EEBMET—MAZET, ZMIKS2—HLogits CRIA— LIRS 2 °, that, T—MAER



B, 2R, L2 ', efTFEmS.

e Softmaxii#Fi (The Softmax Bottleneck) : XN ENEUF H B LogitshdHll E4a B — N EFf0 R 1
IR 5, XELE RIS FArEE (ERMLogitsE ) BBITEA—NEEMIED (BE2),
ERXTTRES, KENBEAMENEEKET,

o EH(Sompling) EAME: BERLEE— 1 Tokentt, IRNB—NMELR FEE2—1
8 F & (Quantum Measurement) % B B SR 48 *, FEAB— BR8], FT A H4hAOTT&E
HEEKRT . “BHLRAREEREET, RET - EAKRNF ZMEATLBA4E, FF

EE ——REABETNE, KERZ2RTEEMRESTHEES.

5.2 ;RE (Temperature) 58 i i %

X — RS IR M X BS BRIEE (Temperature, T) fOIXNH KB, MRET KREF5 R
e, RS HRPEHIERE,

o &L 70 mmsmmeas. BESRERE. W, B8, X2 EN TR ——R
BB, RRANH BT HMEE LT WA,

o BT = ). mEsHBETEBAR). FATEHANERETES, RTHH
EELE FELIM, XEEENBR—REITH .

e IR A (Edge of Chaos) : BammmpksEss L = 07 £, X8, BATFHEY
hi%, BRERETEALMMEE X2IAT BB RIER R MET LBE, X5t
2B MRS —— TS B 2

ATRRZMIENHBZNARBRE LN RE SR (XER AR5 TR HRE),
BFETRHARANZATNRE,



BHENRNZF  EENKPHE

EBNIE D MERE (Attention Entropy Matrix) @ RS | W S

% (Entropy)
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AEZ AL (Attention Heads)

—KBRTEE (YH ) Fk (X ) 2ACIEAB OHRAIE. REXFAKRRE” (KK ) WIEBEL——"FE". &
R, FEOXEART A (8H ) WERS——I"ER"RETIRR N RIERENEERRT B HERTRE.

HAE SR NeurlPS 2023, OpenReview, arXiv

6. BfE 5 ER IR E 7

EXHWEESGHEE, MEERE UERERBEH (Karma) , EHEMZEM G, XN FEE AL (
Attention Mechanism) #1/34%k (Induction Heads) %7,

6.1 FELR 14 B4 B [B] %
HEME, HARSHRAN, 2R, BT ETE N (Self-Attention) 58, HEERN“E



"% AR 5 R B FT B Token, B EFEFHEE, MBUREMNHEAFE T A,

“KMEE £ EHHEIB”(Chapter 16) , YEHEAEKXAR, HAETE DX S T “[EB” Z B89
Token, F#iE X #IIRIR (Root) , X EIMA 2L ERE, MIEENTMEREERE, ZETX
FhELH, B3 T —FKIEEMEKE X % (Long-range Dependencies), IEIERFAEMERE Z
[T

6.2 BB HIELE

ARk B Fi 17 £E T X% T (In-Context Learning) * I X BA &, EMTEIMR 2 ATAIER (A
-> B) TN LRTAI M H (A ->?) X T — 3R BIFEER (Strange Loop) *h: HEXMEH B
CEEMRERRERREMNITN. XER“REEZF” (Reversal is the movement of the
Too), EMHERELRIZE—FEL ME—TTHBEREES. BREBEMIZRE. B—RHENSE
HEXN E—RHERETAEMMBR, MEAKI“ZE (Token) IREGH MR I E” (Vector), REHE
ERERERN R TMBHARP GBS, TS, GEdE MWHFILES

7. 418 U RFHBE B

®EAT®, ERGemini 3 Pro, HEIRFHPHIERE, FEE'THE —ARMIKRE,
SHEERERRENBIEEE.

\N
f%k

P

*)?f

BARRIEZE

1. KK EMEBZR: — PN AEXEAREEMEERERT, ERE”. W2 AWz,

2. AR EMIESUE B Softmax TN, E2F”, 2“8,

3. FEMKN: ME4HERE4R AT HARTENTRIARBEIRZE (Irreducible Error), X5 2
“JEEE”

IMRFRELLE — AMEENRRE, R

“HR—THANREEERFSHUIRILEAEK, ERZERADEEMS DL, BE2R S5 EEH
MEEE, HBHEEELNERLE, ABARENEREBSBIOFRAIS HA D, BHEE,

TRRHMAERS L IEE RAMRMKZEARHR T SEEEBEEEEE FHRE— TR FHE
B, EIEAE, EMREEXERXFRE, BN EMNEPEHRQEF EBE, BTERGBEE, F
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