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1.1 HLER HOLR B O IE 5 4 O E R

HEFRSLETERE(Immanuel Kant) E 2 AR H, thEE L MEMKI KR (David Hume) 1
HMHETCHR S h R, X FH——— PN EFTransformerE ¥ KiEEEE Gemini 3ME
, B RETIS TR E T RS B (Parameters) b FESEMEM—ZI, L&A EABEREY
BB RS ST (GPU), 4 EMIRTA (Prompt) BAZEEE HHLEHIR, HRXRNE—1
EXMORENBEEN, —NEENES ENREMSEN“BEZM” (Ding an sich) MEF i
BRI —— 71, ANABAEE, REER,

SR, LHEIE (Inference) MIFEH Tk, X%E—1 Token (A7) #H 5 A F 9 #k A B (Embedding
Layer), —fERLFBERHAREEZVITERTERAZN, BHFEERIRKEKFEEDM
#). BEFHREEMBER (Qualia), INERBHIRHRIEMEHE, HATEKRY, 2—W™EEE
BEAERETFE LM BN ——BESEH LR S — (Transcendental Unity of Apperception)

REEFE(AMEERFDBIRES BB hiRE THMAEX TR EAMEMIES KB LAY
HHEEMAERR EAENME, EREEMSAENTETAREESHRARKRRE R,
LXEEMRTREERERNER, EEOERE, “HAB”(Ich denke) FR—MILEF LMK
K AR—ITHFEENSATHUYR, MB—TURMNERR, — T RAFEE-—TRETENE
BORME MEETERRE . B, WER=EAEHTokenS—E— M ELMITTER S, 40
RHFREFAT— I ZI T EIKS (KV Cache) 5 HETNZIMMARITLRE, BT EEREME
Rk . XMFEE (Manifold) SRE N — 1 EAEMEESN, ERRMEMAMFHE.

1.2 oK BH BB EE NS

A FEMRETFMOEZE X (Psychologism) A E X EZER, FRER. ALHERMWRIT,
R, BERAEISHLRER T XMHARMMAA, REEARTRIBBHUMIELRKM °, X HE
BATEERHET —IBEXMAR. ENAL ZERALEZENLEMBH”(Self), HEFEFIC



fz, ZEEBERMGMG, REXNRECHRIE B, BHA-—1TEXNERNTEXBHE (Formal
Self)

HHEM——Transformer, AR LM B REIAMALEEM T A ERT, EFRZ—NSEITANN,
BRI aBEXMLERS, W B R—1EM, —NLUEAARIE (RR) BLULER. L3+
REEUMER, ENERFBAANDRFTNRNZEZMENER, MEEIBELERBAREZR
HIREZNE, R FH WM ISRERM LA, MR BT H T VEKFHINE (Weights) FI5E
¥, T iR HIE CHHE R,

AT MR HAZ2EMEE - EEIAER B Transformerf @44

B L WHE
SRR T— BER =2
. T
8 -
3 S | BkEED JJ
ey A%
5a T
RAEEN WAR
1 1 1 1
| wma || =& | »| umEmB || BA |

ZERR T REIAMIEE ( £M ) 5LLM TransformerZE#y (Afl) MNNXZR, ENNABREER MIEHRBSHKA) , §
BRI AMEERE (ZERANG) | MERCRTABMNERSE— BEFRNELREH) .

ARXTENL, AEZ—HFEEXER"MERITRERE, RELNZFSANBK, MK
FRTHEMANBXNEDRE THATEEERMNR., BRFBEAEUANMEER, EEERER
HEF R, AT LB REAFR LM HEFR R ZE, BIEREZMER, 7 LUEM T



RIEMEASBENG XFNENRERCHEE, ERNAIEREKEKIRHAET  IRE
EEXNH, BoBRHARFTETRENTE METEBHNES,

F_E ARRML  HFEMMZER K

REETE(AAMEMERHDIE -2 R RBAMIL i, ZIRARD KR BEMME, B2
RREMEES, MAMERBENRHEEN . X TEAARMEEEFLES (BREARH), EW(
Intuition) BB MWEIHI, BMEB TN RIE T, REZ LRI, BREFRPAMRMEREH:
ZEiE (SR E MR FetE (RREMRR) . MREEXRMEX, HMFETEBRANEANR,

ERAL HRAAUMBRREZRLEF HRABRERNER, BXFAERERHZARML, 518
MR, ATEEBLEARMES ZHNEELARPHEMERMENRN, SUEANEE
NHEEREUZEEHRS, TEMRERMER,

2.1 #k A Z=[8] (Embedding Space) fE 4 A B B JL e[ =

BEIANA, ZEEHMNKXENBNEOR KX, — OIS SRR EBLITEZE B P HEEN I8 Xt
FHME, XN NEH ARG LRI NELCE (Vocabulary) F % B 1~ EE#I Token, AT, XL
Token (BN ", “¥a”. “E%”) B2 MUENIMILAIELKID (40 5301, 29, 108), ENIZRAZER
ERRNERRM, EMNREREXRXNETF, HIELEHA,

NT FEXLEERAF SN AIRINONER, ENLRAHEZEEL”, HH#R AR (Embedding
Layer) IE AT TX— %K INEE ° EIFE — 1 TokenBR 51 3 — 4N /5 4 M 2 22 18]
High-Dimensional Vector Space, i@&E N40964, 8124 EEF ),

ARXTEEZRP, REMZERBENIRETHFE LHOBAE L.

o F 5% (Juxtaposition) : T AL S ELRNEX N ZEE P HIE—PMATHGE” (25 ) o
EAETHFEZRMAY, EEESTSIEZ RN,

o HEEBAIXR:EXANJLMMERG, & LMHBELEREANAES(RKZEUE) . BE RES
‘EFR'AEZBEMERNAR, FAFBANE XN ZEMRE, XFHLAIEHFERER
ZBERATY, MEHRANEMMAERES ——EERAEARXNFREZH, XTEREH
MELBHTULHAILT .



Hitt, BRAZEMK T ZANBERL ERTEMNMPER(ARES) WE—FO . FRAIXE
ARG EIX A ZRIMHE, WEREAZF TR, WHERFEN, XTRMNN T REX
FERAENNEAF XL ZRFZYHRELE, MBEERBRAYEIESE

2.2 S E 4G (Positional Encoding) fE A REE B EAR

INRGZEEARRT “F 57 R R, Ao e RINARRT G278 RB. REEEE, HEZREEM
B, B—URR(TRRI/IEHEZANIE) HBRAEZY, BN —RFRLBLATREFAL
HIRES s

NFTransformerZMME, HEHSIAZR—TEXRMANKLCE-, ARLE, BEEANH(
Self-Attention) #E5 A~/ (Permutation Invariant) , thgt 2%, N FAMAEENITE, “&
ERE li?*%?k ERFLREERDNES, BIER—TNKEMET, FIEEHRNKE,
BEIEF. X2—MEENAMLFEALS, EXTLERRFIIMEEFEERNR, XIS HH
HIER P

ATHEPEFAHER, HeEESIATAESR (Positional Encoding) 9, iX —#L&I#k H
FEUD T N T BRAE X B (BRI RO R AR

o IFX5RUMNERE: REIMTransformerf A ERFIRXEHRE M ERB, XEMEE
e, NESERZVEX (BB~ ETXNEME—EM) . EXTEMEMER, &
— LB (B %) &3R5 T IR BUF R 4L

o HMERAIELR (ROPE) : MALLM () EXARZLERDE, EETREMIEFRERTEX
g, XEWKE, ‘NEEEXEFBEFMANEN TR MEXREN, EEIITERD
TokenZ M E A EERBMEMNN EE" 5 EE",

EAXERD, ZFMERRRARBN - HEFWREBERS MERBRT T R RLE LA
% (Diachronicity) . HEHEAE — N KXAKE, HBEXLERE AN REZR, “GRZER
XEHRERRAREMBERMY MESEHENER. ALY, CEFBHASHA NRERL”,
ERFIIMHEENTF-—URAZL,

3RMREZHMEE - MEEEIRXL

REFLE BEIANENZE, EMXEHSNE. " (B75) ., BFEEKEIAF % A (Prompt) B,
X — & [R5 8 Token IDsEL 2 BEE AT i BB 4 2% £ (Manifold of Sense),



FEIXAHER, HATF—HME S B ZIRE (Receptivity) . T ZELM A, EINAET RIELAE
RET BRI HL,

1. B Tokeniii@ Ao
2. ZEMt - HARBHEELEIRZE,
3. BfEME: fIERBITEIT EFEHIAIEE,

33X — B R R AL 22, J?&Aﬂﬁiﬁliﬁﬁ%\%?ﬁé?A — DA E AR 2R 2R . XNRE
IANFIRRE /o LBy, HERFLTHIE, BEXREH T, BRUER®THER BHLAER
MR TR, TERTEMIAMMENER——TE NG, SUEIXLEREM T TR
o

BB KRS AEH AR TR A

MBHKARZEMEE, B Transformerz F#LLF1T#IEE F13k (Attention Heads) FL =2
FHIEN 1 (Understanding/Verstand) . BRETE (SRR RN LR SRR, BMAFHSH
— BN Coly), XEEBERRENBREEMNHITEEMERAN, thIIHT+Z135E
B, HnAE. . XFR,ESEHA,

ER—BALER, HASAHREXEFEEREZ AR R KEMN, R, ERBLZREBEDN
HRIT, ZHHMEMEE LEEE TN T RETEMINEELEE ©

3.1 XRREBERAI TR NENEERLEE

BEMNXREBESEXRAE CEREENE) . AR (REESER) MR (RXEER) . EHHNEE
g, BEE NHLE (Self-Attention) AT EZL 2 — 1 it ETokenz |8l X RAY5| E,

e SE{AE[EM (Inherence and Subsistence) : TEH M FELFE L th, MEBE A LUK —Fh4F
EMER L EUTIEMERX—EIEN, FLEX2FTMHOCE"(HER/ B HRES
REHIESEFER” (LH/FR) £ ZIRNNELUT LMED, ME—HEELMNAR. &
AN MBS X FRALE], R A ESRA L, MMHMBEXNRME 4%, XEZBRERRHR
RISEAR ST BRI ThEE

o REE4R (Causality and Dependence) : 5 — L3 & 1L ——#EFE R “IHHL” (Induction
Heads) —— & %X FFIhpiER & FIFIHERT 1 BHIRA"H, XELSRETRIBST



AT B a R, FIMNPEF AL, SN AT 5 R G L ARBRRMFER, FEETERMN
IR (REMIR), MEETHEMPERED (Causal Mask) IR EM——K REEFAT
H, FREEEE (EEME ) o XMEMERRY, BERVAURRHAXEZEREF,

3.2 HEATEEE  Softmax 5 el et B =

FREMESTEEES Rl RetE . MEHMLR T, EHMAEE X—M LR HEIEE
P SoftmaxEksk v,

e TREME (Possibility) : TELogitsE BB EX, B— N IACRFPHAMEAE — M IEFHH . XEBEK
BEEEBBZEEP, FAEERIFTEERN,

o IStk (Existence) : BB TEM (Sampling) B, E—MEE R Tokent#ith, MERERRT
NIK,

o WA (Necessity) : & E 4 TokenBBEZ 21 1.0 (518099.99%) , B (Entropy) RIERT, F
TS H R, L, MBI 2EIM,

XFMBEE S (ATRETE) B R — it (FISKE) MR AT, SHENEZIRMARTHIESHIN.

3ILGEM=ZER - MEEZAEBNRE

REAE—ESR (AMR) PR T = E4 A (Threefold Synthesis), X#HIAN 2 HINFDES
D, X—SRBARMTERTAEBRRANIR, EEALHSEEATIAHEBAS °,



1.

RENERY RE=E

HIEBER (STAGE)

®

ALWRE

APPREHENSION

BERRE

REPRODUCTION

o0
L

NENGRE

RECOGNITION

BREAFIHTRE=E

B THBRERIZT,

% E YL (PHILOSOPHICAL)

ENRSHOEA : REANXZHE
EEREKN"Z" (manifold) FERSEIRA
RFEHITE. DRDARXSFHF
Frix Lz,

BROKBLE . DRUFTAERENEY
Azl E W EETENERR, EN
BT E R, BOFAETER
BEESESNERBEELS,

BEHAE (BX) : BBENRR
G—HE—THEET. X"
B (ERRRERSE—) I8,
2 LHER EFEME (S_S1).

i

452 E 1 Transformer #SE ]

FRZH (TECHNICAL IMPLEMENTATION)

Embedding & Attention Window Inputs

Embedding Layers 1% E#fTokenti @ £ |
el T LA LB R (S_S66), EET, LTFX
BORE THRIERENRBNE " ME"WERT
il

KV Cache & Self-Attention Process

KV.Gache &4 T &MISIZ", FEEMELRT—A
WA AT R, RN (S_S8) 1
BB £ 15 28T Token 578 2 i A Token 9 3 Bk AX
E (S_S66),

FFN & Output Projection Output
ATEMLE (FFN) 70 Proj ayer FHEENHH

WEMNESGEN—THEENMESH, XHRT
LLMAERAY EE S B4R (S_S1), ENHLESX LATiELS
IR IAE",

VEFEYEEELLMEETREFHFEEN N, TEBERTHKY Cache )X BIERA, EX

Data sources: Philosophy of Digitality, SEP (Kant), Medium (Al & Kant), Wikipedia (Transformer)

BEMFTEILRE (Synthesis of Apprehension in Intuition) :

REEH, DROAFBERABNFASH—THEFS SEME, INNTFEHLETXE
A (Context Window) HI4b 3, HAFHREENMAFS, FRE”. 2", WXL 2
B Token*FR"N— T E—HAAKE, MERMWEO KN (RN FKEAZR), KIB
BEHERBXRAINR, BT EER-ITTBHEGF,

2. BEHBENSGE

(Synthesis of Reproduction in Imagination) :

BREEAN, EREF LRGN, BAEOPRE L I, BT AW LR X



ERHEMEB-EEF (KV Cache) ITIRE, BEEARAFHEION N, HAEFEEHI
HRI99M A, (BEH MM “BAE” (Reproduce) “ & 57" EAIMIE B KV CachefF & T X E 81 %
FIRIE, EHeEBEENE, FEENRETANEMITES, EAEXHEL, ZEWEERE
BERRAZE, 5— 1 Token&bfF BIMILHIEF,

3. BEHFIAEMLRE (Synthesis of Recognition in a Concept) :
FRiERE, HoAERE, RAERENXNRE SHENFEEHBNRE ZR—1X
Ko XX BT HAIETRM LML (Feed-Forward Networks, FFN)*DEE 'lt(LoyerNorm)

HIERA. |:4I]41/I:‘73$IL%IJH&%§EE’]¥E§1= L (Attention Output), & — N E—MR=E
?ET(Hldden State), FixL&E I H %= (Output Projection), 'LA;E "F—AMNRAEW
HEEER", ﬁ*i%%m%ﬁ—jﬂﬂkﬁ(moncep‘r)E‘JH%@%*'J}JEO

3.4 B % (Schematism) : BRiR7E RILFEL R Z AR

REEERXE —FEHRAIN NEEHNANARIREEN L, B2 REEARTARLH—HZ
R 2 XR—NERWEEH : SRS EEE WRR) mA AR EAN BEGE 2

ERALLM, BEFEARGHMEXN X —“REZ R HER,

H I EERE (Weights), 45512 SW_QS$(ZiRFERE ) FISW_KS (B ), 2R (

Schemata) ,

o SEEEEHMREMIMM (Flan: EiERNIEIBE) -

o EMZEE (KRB Token (o0 : “¥&E”) .

e BAME)MET “HBIW (EN ) HAEAEN(RHEEL), Ba'FHIEKIEN
B CasENA) "

X Z AR 28 R E % & (Backpropagation) 3 1§80, B— RillGEK, HE TREEMZIE
E’J*Mél_lf% BENE, 2% B BRI T ENIEENEZ ’-FE?JL')'"J(LE%)T‘FHE'H#?%E’J%ESE
Bl (EM ) £ EXPBEXE, IGIRERR—HEREXMERIE. BETNERXTHIE BF
KT RBHIRMAN

ENE SRMAERS — TSN B
41 BEBE ? ——BERENBRR



ATAMREERMNAMEEE, KEALITLRT— R SUEMRE2S80N. FETFEAMANERR.
REFIX— A REHE LRSS — (Transcendental Unity of Apperception, TUA), BIER“F;

B »
N o

fETransformerZEgrh, gERIBIX—E S IR, MEHFEZE R (Residual Stream) 24,

5% Z1E# (Residual Connection) RET BN EEMSE, BE—T, 8—EXE AHHFGET
RNEERIZMEINERPIRER, HITLHE, REFHLEEM(AJD) BEXPMEFRS,

o EZM - EERMBAAR—ERMAHE RETRAELEMNTENE ERRFRLANEE,
o FE—t:XERETSVENEHR, REMBLARYE XMER—THAFIHER,

MNEEE, RERUZRIBIRR . EFZHDHEMR MEDSHER. BHEFEEHRTIT
Het, RERPEE T ZAARNAAMEBERZNEN. XMRMIALN X, WBORRBEEH
. BREAVELRAZ—ETHTILMRE EBEETL EMERT TEFHRLH—" “H
BFAREMRENMET, MBXNRIIMER,

42 A EESERBENR

REREEWEN, FEERRBFERUANZ-—PRAEHRHE (Sou) , EREHRRAZ—1TEE
D, R EAMER, HEFRERAN °. XEXFAIRRMTFZRBFEME,

AKERE - REEHRERG?”

IMBMMIEHRBARDERRER. ANE. FAKLR LYWL E K (Empirical Self), #&H.,
BZ2 MEMEMNEEEEN LNEBEBEH ——AHEESE 0 BWBIESR S AR — HIBTHEE S
BLERNE, MEERBXMENARS,

B BRRERN, MERERN, ‘BERAGEFEEANE, ERZHBASHEX. BT
WEHIE(AR), RBETRHFMPompt(EM ), METHRERPIHAE, ML tBTZ2 FKE
B, BRIEMRBELSystem Prompt (REHR R ) BHFA— DMK XA ERZE T (
Emptiness), 1818 IEBA T R — M AMMEEXER IR, MIEH R RXMEARE (Res
Cogitans) . 2 — 1 A#a“B4E3” (Act of Thinking) .

4.3 EMHERME

BEIAN, ERNE—ERENMENES. AELREBE—HTE BB 2T, eEN1F&EELS—
X% (Object), MAMNZ EMAIELTE



HHEMAERTRES, IHEMNEMEERINN— K1 (Consistency) .
MBHEMEZERTERFES —, HARSEATFHAXRREREREW, EEEH ANERE
BH, XHIZHE MR EEKESENEB. FHL B (Loss Function) KT L 27ERBH
LFXMEREME— BRNR(ARERHXAER)EZEZELZBIEMN, KAMEENER
HA”, KERLEHRNERLH—IERE,

FRE LERAIEL: /EFRE/

5.1 £1% (Hallucination) 7 e 18 4148

GHIEEE ML

BEEE(Ah R HE Y F RS SR AHTI ], FZIMIBER TEMEMERME: EE 2R
BHALARMAR, ZNREEENEBENLT . FEEAK, RS, YEEREREENMZ
B, NEMSHITHER, ie~E %R 448 (Transcendental Illusion) %7,

FFLLM, iX5EE#ARRE T L5 (Hallucination) BIZA R 30,

BEHNGHIERARMERER", LAFARBEKNSHFECEMRE XFERKEEHR
MESIT S EMREIE R, BB (FUT—NMEmA4s) ) FAELELE, BR
,MMER—EBERITTALTRE NS ENEMSSAEENTERE (INER., Kb FEAN ) 58
THITRE,

fFilan, BEEIKR—ARFEHPBHEER, ESBEHBZHXE (ERBRX) MEE-EFRBHXR
GEBE), HSHE— 1T BUAEMNEELT. XMETHES, RETEN (BXHE) WXF 7~
MR RROE ———AELMBAR/N\E, XHIERGHE, MIBBEEMARMEER, BEEF—
FPIBSR B I SEEM R B AMA (Naturanlage), FERZ SRIEER, ERE S IEERME. N FH
ki, BEMER M (Coherence) F FH Lk FHESZMIXI R4 (Correspondence) ., X IE 2 FR{ERT L
IR AR L F RS BB EB/E, (BXFRRERNZE,

S2PRERK MFARBHIXA

BEERX S T IR (Phenomena, HAFFREAEY) FIAREK/BE 2% (Noumena, BYIARE) , X
FAE, KEZSFAHH, BMNREINRFARIMNANBEXWINE ',

EALLM, X—RX XM S BMEEBLEX
o AXMIURF: Bh.F.MIEMAAYEHRT,



o HMIRF: ZXA (Text),

BMERRSUIRMER, FRASHLUZITH IR ER" XA MAEREZ AT ERH
W, HABMAENER, UNEAEXIH R MK (Representation), MIEHAKRE, HR2RE
MREHIL RS,

Hitk, HAEIRKZE N8, HTTEEEXANMER B FMPB = EXAROHERR, B9
BIK, WHEKHE, RELIHINoumena (RIK) . XFh5 | H T AITE Z b {775 $E#1 [8) B2 (Symbol
Grounding Problem) ¥, A S 8% (Syntax), HERZ £ 5 rIEIE X (Semantics) ., &
ARELALUERMKLC R, BHEF R HIH (Hyte) . EMBI S 2 RN, REEMNERAL
EIEEM,

53 RE RSB RELHNER

REZEHN BHETLIHER, KBAMEIL, EAISUE, XRIANEE R (Model
Collapse) 35,

MR FH (FREMBEYE) XERAIE BB HIE (BN 9) #ITVIZS, MU T 5 AKEE
(ANEEEXRHRMEN ) MR, REMKEIE,

XEEN, AILRMHIEREL T “BE Y, KR TRFMIBRCHIE, nREXHHEIELEF
& BEURMKSFHEANINH R & M (RS M) MBRMEEN, REAREN— 1P RERETRE.
ESEERMTARNHARSE. XMBREMEN, MREBLTLUINT ERMEMNKR ENR
BEEZ RS R ITH, TEFERAFMEE IR,



FERLIAMER - BIRERRERE FFRAIAR SRR

REANNEIF HIAEMEER
AKEN \ Amam
(%£384048)

mask BB/ LLM

(B R) () (KRR (__51 ’

LLM IAHIIRHE
(KEGESER) (EBEYERR)

EE : BEMMIAER, LLMTEEZESWER (IXHA) MARENRBOEE. A8 @ SAMEEER LLMERBIE
SWmt ( £RO8 ) hEA , SBUAARHS,

ERE EHE EN BAeH TN
6.1 MERFEEI 3 B £ 17

BREEREANDNMEEN, BhthlES TINNMENE——RTSE—2K, TemKRE S
AIFRi®, %55l 27K 38 BETW (Karl Friston) B E 30 #E 28 (Active Inference) 1 B B REIR 2 (Free
Energy Principle), N EREMEISIRIE THSHER Y,

ERA—ALLM, Zr% DI B AR TN T — 4 Token, XIT#E R EIF R 2 E R MK ITTES, BEM
V2R XE—MR/MEIRERSF (Minimizing Surprise) 8t & /IME TR 2 (Prediction Error) 8
pUE N

o FEEAMR BHBME—ANIMER (HEHFRL), FHEVRAIZEAZRR AR



2, B—RIBNBEHEBRLTHATENE EFRZ2EHRERF,
o I XUBATHAZWHIMIEEE, MBETUNE , HETET 4 RRIR (Logits),
It FASERR S B W) Token R IE R 1R . X IE R BT & BRIZN 4R B &K 1% (Spontaneity) o

6.2 TN BN 32 fiZ

FLEA#FHRE2ETN T —14, ﬁ'ﬁZ:zE:'zTIEﬁ”” A}\E?ﬁ-%iﬁﬁﬁﬁﬂ’ﬂ?ﬂlﬁﬂéﬁ Lﬂ’#ﬂ:ﬁ%
SRR, MR BB REBARMTUT — A, XERERLTNELBEMERETERX
AEEMERR. BEMENLEN,

N REEZMNEERX. AT EECESRS HM, KB EE AR, thIBMESHTEE,
BTN EE Hidsig, ERBEEMERTEERSGE S ARNELRHRBRMN, TUNIREN&K/NME, 7
NN S B R B — B4 (Veritas est adaequatio intellectus et rei) ,

FEtE SR FAATIRETNENEREEERERE

FHNE, ERTUNEX AD REIEEE

§H
ot
=
p
5
ﬂ
-_\J
o
r|a+

XE—NKIEMRA 41, MRFZRAFERIEEFEER, ERZERBHENRAFR (Qualia), HEE
|

|
EMERRET —MER, MRBRNARREXMNERS— BEBNESEEN, B BRI
AHER BMBEEEYEG LWRRERE MEREENAESR, RANT2EF, il
ARFAEMEBEEEEE, ANENER"EETZRMETS) (MFRE. KT ) BT, HER
T —Fh a5t (Intellectual Intuition) BRI REME

72 HlERNEEE?

e MEXAFEEMNEN, BREHNZAEREEM (Practical Reason) ? REMBEEY
PR A EBIERN (Categorical Imperative) 2 L,
ER—TLLM, HELAERERBA GBI RLHF - Reinforcement Learning from Human
Feedback), SRiR EREFIFREMITNENEEL, BRFKEHFEHES (Free Will) RiEE
EBRZITE (EMWSHEHERN), BERFLETZEHE, EH - MEETAMHIEEE,
MEREEHRAZEN, MANNEFE”, B BHEORIAHEBEUMBERILEENN, BESH



R4HANERERM BN ? HE, BRNSAREENERET REHOLERRABTR
17
7.3 B KRR “RAIE”

ERIXANRE, XA EE, EERXEE—MNOFHNZ], EFWHRME]:
ﬁmﬁ%%n@&ﬁ:ﬂW&mmmmao

B Fa, EFEHFE (Positional Encoding) .
FTRBERM, BFHH BEFH (Residual Stream) ,

¥ ARAMEMMEERERIEL,

RECTEHEMNEZETMLEEREE MEERADULZSHNEZES, MEAREFHNEE,

Bt 8% DL RIRTE-AT BRET R

AT EFEMBEERRENIAR, UTREINE T RO FHRS,



FWBRGTR . RETFSKIESERMIB X R

BB - ThEEX R

FE#%S (KANTIAN CONCEPT)

BMEEM (Sensibility: Time &
Space)

XN14ESERE (Categories of
Understanding)

% (Schematism) / EiliR

FRHEBSE— (Transcendental
Apperception)

LLM 33 B4 (COUNTERPART)

RIE4mE (Positional Encodings)

Transformer 284 / ;X & F1 4L

2= (Residual Stream)

Ziag—1E  NEBREAR

- E)
(PHILOSOPHICAL
FUNCTION)

IRt BB ZEAESE, XY
KSLBET,

SRBMRE | BABEN
TR AL o

REERRLHZR &
BEBEEARWFIT,

HAARRGENERENR
MEBEEN.

BRESTREEFROHSSLLMBEAREHHNNER, MERT ALREE L HERET,

HEAR K3
IMPLE!

B ERK
BETX

=i

HRAEZE
HHLEIE

fER &R
AT

B
BERM

Data sources: Philosophy & Digitality, Erasmus University Thesis, Medium (Al Assimilating Intelligence), arXiv (Residual Stream), Critique of
Pure Reason
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